from \_\_future\_\_ import absolute\_import, division, print\_function, unicode\_literals  
import tensorflow as tf  
  
# Extract dataset  
import os  
import tarfile  
  
import keras\_preprocessing  
from keras\_preprocessing.image import ImageDataGenerator # Data preprocessing and augmentation  
  
import sklearn  
import numpy as np

The default version of TensorFlow in Colab will soon switch to TensorFlow 2.x. We recommend you upgrade now or ensure your notebook will continue to use TensorFlow 1.x via the %tensorflow\_version 1.x magic: more info.

print(tf.\_\_version\_\_)

1.15.0

# Make folder for chest xray data  
!mkdir /content/data/  
  
# Make directory to save weights  
!mkdir /content/data/model  
  
# Make directory to logs for Tensorboard  
!mkdir /content/data/graph  
  
# Download dataset  
!wget --no-check-certificate \  
 https://s3.eu-central-1.amazonaws.com/public.unit8.co/data/chest\_xray.tar.gz \  
 -O /content/data/chest\_xray.tar.gz  
   
tar = tarfile.open("data/chest\_xray.tar.gz")  
tar.extractall(path='./data/')  
os.remove('data/chest\_xray.tar.gz')

--2019-10-28 10:21:03-- https://s3.eu-central-1.amazonaws.com/public.unit8.co/data/chest\_xray.tar.gz  
Resolving s3.eu-central-1.amazonaws.com (s3.eu-central-1.amazonaws.com)... 52.219.73.139  
Connecting to s3.eu-central-1.amazonaws.com (s3.eu-central-1.amazonaws.com)|52.219.73.139|:443... connected.  
HTTP request sent, awaiting response... 200 OK  
Length: 1225393795 (1.1G) [application/x-gzip]  
Saving to: ‘/content/data/chest\_xray.tar.gz’  
  
/content/data/chest 100%[===================>] 1.14G 11.8MB/s in 1m 42s   
  
2019-10-28 10:22:46 (11.4 MB/s) - ‘/content/data/chest\_xray.tar.gz’ saved [1225393795/1225393795]

Change log: > training\_datagen –> ImageDataGenerator

trainable layer –> All except base

20 layers VGG16 model - base, flat, dense

Optimizer = RMSprop(learning\_rate = 0.0001)

loss = categorical\_crosscentropy

callback = [checkpoints]

epochs = 100

class weight balancing

TRAINING\_DIR = "/content/data/chest\_xray/train"  
VALIDATION\_DIR = "/content/data/chest\_xray/val"  
TEST\_DIR = "/content/data/chest\_xray/test"  
  
training\_datagen = ImageDataGenerator(  
 preprocessing\_function=tf.keras.applications.vgg16.preprocess\_input,  
 rescale = 1./255,  
# rotation\_range=40,  
 # width\_shift\_range=0.2,  
 # height\_shift\_range=0.2,  
 shear\_range=0.2,  
 zoom\_range=0.2,  
 horizontal\_flip=True,  
 # vertical\_flip=True  
 fill\_mode='nearest'  
)  
  
validation\_datagen = ImageDataGenerator(  
 rescale = 1./255  
)  
  
test\_datagen = ImageDataGenerator(  
 rescale = 1./255  
)  
  
# Create training data batch  
# TODO: Try grayscaling the image to see what will happen  
train\_generator = training\_datagen.flow\_from\_directory(  
 TRAINING\_DIR,  
 target\_size=(150,150),  
 class\_mode='categorical'  
)  
  
validation\_generator = validation\_datagen.flow\_from\_directory(  
 VALIDATION\_DIR,  
 target\_size=(150,150),  
 class\_mode='categorical'  
)  
  
test\_generator = test\_datagen.flow\_from\_directory(  
 TEST\_DIR,  
 target\_size=(150,150),  
 class\_mode='categorical',  
 shuffle=False  
)  
  
train\_shape = train\_generator.image\_shape  
  
tf.keras.backend.clear\_session() # Destroys the current TF graph and creates a new one.  
  
base\_model = tf.keras.applications.VGG16(weights='imagenet', include\_top=False, input\_shape=train\_shape)  
  
# Define the machine learning model  
x = base\_model.output  
x = tf.keras.layers.Flatten()(x)  
x = tf.keras.layers.Dense(2, 'softmax')(x)  
  
model = tf.keras.Model(inputs=base\_model.input, outputs=x)  
  
# for layer in model.layers[0:20]:  
# layer.trainable = False  
  
for layer in base\_model.layers:  
 layer.trainable = False  
  
optimizer = tf.keras.optimizers.RMSprop(learning\_rate=0.0001) # Lower learning rate by x10  
  
model.compile(loss='categorical\_crossentropy',   
 optimizer=optimizer,   
 metrics=['accuracy'])  
  
# Callbacks stuff  
# Function to save the weights of the model after each epoch  
checkpoint = tf.keras.callbacks.ModelCheckpoint(  
 '/content/data/model/weights.epoch\_{epoch:02d}.hdf5',  
 monitor='val\_accuracy',  
 save\_best\_only=False,  
 save\_weights\_only=False,  
 mode='auto',  
 verbose=1  
)  
  
# Function to stop training early if there's no improvement  
early\_stopping\_monitor = tf.keras.callbacks.EarlyStopping(patience = 3, monitor = "val\_loss", mode="auto", verbose = 1)  
  
lr\_reduce = tf.keras.callbacks.ReduceLROnPlateau(monitor='val\_loss', factor=0.3, patience=2, verbose=1, mode='max')  
  
classweight = sklearn.utils.class\_weight.compute\_class\_weight('balanced', np.unique(train\_generator.labels), train\_generator.labels)  
print(classweight)  
  
# batch\_size = 32  
epochs = 100  
  
# Training process  
history = model.fit\_generator(  
 generator=train\_generator,   
 # steps\_per\_epoch=train\_generator.samples//batch\_size,   
 epochs=epochs,  
 # callbacks=[early\_stopping\_monitor],  
 callbacks=[checkpoint],  
 # shuffle=True,   
 validation\_data=validation\_generator,   
 # validation\_steps= validation\_generator//batch\_size, #no because it's gonna be 0... if leave alone its len(generator) which is equal to 1.   
 class\_weight=classweight,  
 verbose = 1  
)  
  
# test\_loss, test\_acc = model.evaluate\_generator(generator=test\_generator, verbose=1)

Found 5216 images belonging to 2 classes.  
Found 16 images belonging to 2 classes.  
Found 624 images belonging to 2 classes.  
WARNING:tensorflow:From /usr/local/lib/python3.6/dist-packages/tensorflow\_core/python/ops/resource\_variable\_ops.py:1630: calling BaseResourceVariable.\_\_init\_\_ (from tensorflow.python.ops.resource\_variable\_ops) with constraint is deprecated and will be removed in a future version.  
Instructions for updating:  
If using Keras pass \*\_constraint arguments to layers.  
[1.9448173 0.67303226]  
Epoch 1/100  
162/163 [============================>.] - ETA: 0s - loss: 0.3773 - acc: 0.8306Epoch 1/100  
 1/163 [..............................] - ETA: 4:21 - loss: 0.5004 - acc: 0.6875  
Epoch 00001: saving model to /content/data/model/weights.epoch\_01.hdf5  
163/163 [==============================] - 89s 546ms/step - loss: 0.3766 - acc: 0.8305 - val\_loss: 0.5004 - val\_acc: 0.6875  
Epoch 2/100  
162/163 [============================>.] - ETA: 0s - loss: 0.2072 - acc: 0.9246Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.4754 - acc: 0.8125  
Epoch 00002: saving model to /content/data/model/weights.epoch\_02.hdf5  
163/163 [==============================] - 86s 526ms/step - loss: 0.2069 - acc: 0.9247 - val\_loss: 0.4754 - val\_acc: 0.8125  
Epoch 3/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1681 - acc: 0.9394Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.3732 - acc: 0.8125  
Epoch 00003: saving model to /content/data/model/weights.epoch\_03.hdf5  
163/163 [==============================] - 86s 530ms/step - loss: 0.1684 - acc: 0.9392 - val\_loss: 0.3732 - val\_acc: 0.8125  
Epoch 4/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1580 - acc: 0.9410Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.3762 - acc: 0.8125  
Epoch 00004: saving model to /content/data/model/weights.epoch\_04.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.1584 - acc: 0.9408 - val\_loss: 0.3762 - val\_acc: 0.8125  
Epoch 5/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1480 - acc: 0.9446Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.3562 - acc: 0.8750  
Epoch 00005: saving model to /content/data/model/weights.epoch\_05.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1483 - acc: 0.9444 - val\_loss: 0.3562 - val\_acc: 0.8750  
Epoch 6/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1468 - acc: 0.9456Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.3326 - acc: 0.8750  
Epoch 00006: saving model to /content/data/model/weights.epoch\_06.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.1462 - acc: 0.9459 - val\_loss: 0.3326 - val\_acc: 0.8750  
Epoch 7/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1376 - acc: 0.9512Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.3545 - acc: 0.8750  
Epoch 00007: saving model to /content/data/model/weights.epoch\_07.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1376 - acc: 0.9511 - val\_loss: 0.3545 - val\_acc: 0.8750  
Epoch 8/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1325 - acc: 0.9522Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.3730 - acc: 0.8125  
Epoch 00008: saving model to /content/data/model/weights.epoch\_08.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1321 - acc: 0.9525 - val\_loss: 0.3730 - val\_acc: 0.8125  
Epoch 9/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1300 - acc: 0.9533Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.3236 - acc: 0.8125  
Epoch 00009: saving model to /content/data/model/weights.epoch\_09.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.1305 - acc: 0.9532 - val\_loss: 0.3236 - val\_acc: 0.8125  
Epoch 10/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1187 - acc: 0.9554Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.2798 - acc: 0.8125  
Epoch 00010: saving model to /content/data/model/weights.epoch\_10.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.1199 - acc: 0.9549 - val\_loss: 0.2798 - val\_acc: 0.8125  
Epoch 11/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1187 - acc: 0.9564Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.3215 - acc: 0.8750  
Epoch 00011: saving model to /content/data/model/weights.epoch\_11.hdf5  
163/163 [==============================] - 87s 537ms/step - loss: 0.1184 - acc: 0.9567 - val\_loss: 0.3215 - val\_acc: 0.8750  
Epoch 12/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1238 - acc: 0.9525Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.2829 - acc: 0.8125  
Epoch 00012: saving model to /content/data/model/weights.epoch\_12.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1236 - acc: 0.9528 - val\_loss: 0.2829 - val\_acc: 0.8125  
Epoch 13/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1208 - acc: 0.9535Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.3452 - acc: 0.8750  
Epoch 00013: saving model to /content/data/model/weights.epoch\_13.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.1208 - acc: 0.9534 - val\_loss: 0.3452 - val\_acc: 0.8750  
Epoch 14/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1176 - acc: 0.9562Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.3922 - acc: 0.7500  
Epoch 00014: saving model to /content/data/model/weights.epoch\_14.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1174 - acc: 0.9565 - val\_loss: 0.3922 - val\_acc: 0.7500  
Epoch 15/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1129 - acc: 0.9593Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.2431 - acc: 0.8125  
Epoch 00015: saving model to /content/data/model/weights.epoch\_15.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.1126 - acc: 0.9594 - val\_loss: 0.2431 - val\_acc: 0.8125  
Epoch 16/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1140 - acc: 0.9583Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.3275 - acc: 0.8750  
Epoch 00016: saving model to /content/data/model/weights.epoch\_16.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.1136 - acc: 0.9584 - val\_loss: 0.3275 - val\_acc: 0.8750  
Epoch 17/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1116 - acc: 0.9618Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.3228 - acc: 0.8750  
Epoch 00017: saving model to /content/data/model/weights.epoch\_17.hdf5  
163/163 [==============================] - 87s 532ms/step - loss: 0.1116 - acc: 0.9618 - val\_loss: 0.3228 - val\_acc: 0.8750  
Epoch 18/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1108 - acc: 0.9610Epoch 1/100  
 1/163 [..............................] - ETA: 53s - loss: 0.2198 - acc: 0.8125  
Epoch 00018: saving model to /content/data/model/weights.epoch\_18.hdf5  
163/163 [==============================] - 86s 529ms/step - loss: 0.1108 - acc: 0.9611 - val\_loss: 0.2198 - val\_acc: 0.8125  
Epoch 19/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1038 - acc: 0.9635Epoch 1/100  
 1/163 [..............................] - ETA: 53s - loss: 0.2708 - acc: 0.8125  
Epoch 00019: saving model to /content/data/model/weights.epoch\_19.hdf5  
163/163 [==============================] - 86s 529ms/step - loss: 0.1041 - acc: 0.9634 - val\_loss: 0.2708 - val\_acc: 0.8125  
Epoch 20/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1104 - acc: 0.9605Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2999 - acc: 0.8750  
Epoch 00020: saving model to /content/data/model/weights.epoch\_20.hdf5  
163/163 [==============================] - 86s 527ms/step - loss: 0.1105 - acc: 0.9603 - val\_loss: 0.2999 - val\_acc: 0.8750  
Epoch 21/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1073 - acc: 0.9608Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.2911 - acc: 0.8750  
Epoch 00021: saving model to /content/data/model/weights.epoch\_21.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.1069 - acc: 0.9611 - val\_loss: 0.2911 - val\_acc: 0.8750  
Epoch 22/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1044 - acc: 0.9608Epoch 1/100  
 1/163 [..............................] - ETA: 53s - loss: 0.2555 - acc: 0.8125  
Epoch 00022: saving model to /content/data/model/weights.epoch\_22.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.1051 - acc: 0.9607 - val\_loss: 0.2555 - val\_acc: 0.8125  
Epoch 23/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1032 - acc: 0.9643Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.2417 - acc: 0.8125  
Epoch 00023: saving model to /content/data/model/weights.epoch\_23.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.1036 - acc: 0.9643 - val\_loss: 0.2417 - val\_acc: 0.8125  
Epoch 24/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1002 - acc: 0.9643Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.2176 - acc: 0.8125  
Epoch 00024: saving model to /content/data/model/weights.epoch\_24.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.1001 - acc: 0.9643 - val\_loss: 0.2176 - val\_acc: 0.8125  
Epoch 25/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1023 - acc: 0.9632Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2242 - acc: 0.8125  
Epoch 00025: saving model to /content/data/model/weights.epoch\_25.hdf5  
163/163 [==============================] - 86s 526ms/step - loss: 0.1023 - acc: 0.9630 - val\_loss: 0.2242 - val\_acc: 0.8125  
Epoch 26/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1024 - acc: 0.9603Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2564 - acc: 0.8750  
Epoch 00026: saving model to /content/data/model/weights.epoch\_26.hdf5  
163/163 [==============================] - 86s 526ms/step - loss: 0.1021 - acc: 0.9605 - val\_loss: 0.2564 - val\_acc: 0.8750  
Epoch 27/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1021 - acc: 0.9620Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.2047 - acc: 0.8125  
Epoch 00027: saving model to /content/data/model/weights.epoch\_27.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.1017 - acc: 0.9622 - val\_loss: 0.2047 - val\_acc: 0.8125  
Epoch 28/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1003 - acc: 0.9633Epoch 1/100  
 1/163 [..............................] - ETA: 1:01 - loss: 0.2010 - acc: 0.8125  
Epoch 00028: saving model to /content/data/model/weights.epoch\_28.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.1001 - acc: 0.9636 - val\_loss: 0.2010 - val\_acc: 0.8125  
Epoch 29/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1011 - acc: 0.9633Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.2315 - acc: 0.8750  
Epoch 00029: saving model to /content/data/model/weights.epoch\_29.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.1009 - acc: 0.9636 - val\_loss: 0.2315 - val\_acc: 0.8750  
Epoch 30/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1033 - acc: 0.9616Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1830 - acc: 0.8750  
Epoch 00030: saving model to /content/data/model/weights.epoch\_30.hdf5  
163/163 [==============================] - 89s 544ms/step - loss: 0.1030 - acc: 0.9617 - val\_loss: 0.1830 - val\_acc: 0.8750  
Epoch 31/100  
162/163 [============================>.] - ETA: 0s - loss: 0.1006 - acc: 0.9639Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.2018 - acc: 0.8125  
Epoch 00031: saving model to /content/data/model/weights.epoch\_31.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.1002 - acc: 0.9641 - val\_loss: 0.2018 - val\_acc: 0.8125  
Epoch 32/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0976 - acc: 0.9637Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.2475 - acc: 0.8750  
Epoch 00032: saving model to /content/data/model/weights.epoch\_32.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0984 - acc: 0.9632 - val\_loss: 0.2475 - val\_acc: 0.8750  
Epoch 33/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0973 - acc: 0.9645Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.2048 - acc: 0.8125  
Epoch 00033: saving model to /content/data/model/weights.epoch\_33.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0970 - acc: 0.9647 - val\_loss: 0.2048 - val\_acc: 0.8125  
Epoch 34/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0944 - acc: 0.9651Epoch 1/100  
 1/163 [..............................] - ETA: 1:00 - loss: 0.2112 - acc: 0.8125  
Epoch 00034: saving model to /content/data/model/weights.epoch\_34.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.0945 - acc: 0.9649 - val\_loss: 0.2112 - val\_acc: 0.8125  
Epoch 35/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0955 - acc: 0.9651Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1910 - acc: 0.8750  
Epoch 00035: saving model to /content/data/model/weights.epoch\_35.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0950 - acc: 0.9653 - val\_loss: 0.1910 - val\_acc: 0.8750  
Epoch 36/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0929 - acc: 0.9630Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2024 - acc: 0.8125  
Epoch 00036: saving model to /content/data/model/weights.epoch\_36.hdf5  
163/163 [==============================] - 87s 531ms/step - loss: 0.0928 - acc: 0.9630 - val\_loss: 0.2024 - val\_acc: 0.8125  
Epoch 37/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0924 - acc: 0.9637Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1762 - acc: 0.9375  
Epoch 00037: saving model to /content/data/model/weights.epoch\_37.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0921 - acc: 0.9640 - val\_loss: 0.1762 - val\_acc: 0.9375  
Epoch 38/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0965 - acc: 0.9616Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1911 - acc: 0.8750  
Epoch 00038: saving model to /content/data/model/weights.epoch\_38.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0967 - acc: 0.9615 - val\_loss: 0.1911 - val\_acc: 0.8750  
Epoch 39/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0928 - acc: 0.9651Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2018 - acc: 0.8125  
Epoch 00039: saving model to /content/data/model/weights.epoch\_39.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0925 - acc: 0.9653 - val\_loss: 0.2018 - val\_acc: 0.8125  
Epoch 40/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0912 - acc: 0.9668Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1802 - acc: 0.8750  
Epoch 00040: saving model to /content/data/model/weights.epoch\_40.hdf5  
163/163 [==============================] - 87s 537ms/step - loss: 0.0910 - acc: 0.9670 - val\_loss: 0.1802 - val\_acc: 0.8750  
Epoch 41/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0908 - acc: 0.9676Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1927 - acc: 0.8750  
Epoch 00041: saving model to /content/data/model/weights.epoch\_41.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0908 - acc: 0.9676 - val\_loss: 0.1927 - val\_acc: 0.8750  
Epoch 42/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0909 - acc: 0.9660Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.2105 - acc: 0.8750  
Epoch 00042: saving model to /content/data/model/weights.epoch\_42.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0911 - acc: 0.9657 - val\_loss: 0.2105 - val\_acc: 0.8750  
Epoch 43/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0938 - acc: 0.9660Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1974 - acc: 0.8125  
Epoch 00043: saving model to /content/data/model/weights.epoch\_43.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0934 - acc: 0.9663 - val\_loss: 0.1974 - val\_acc: 0.8125  
Epoch 44/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0898 - acc: 0.9655Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.2004 - acc: 0.8125  
Epoch 00044: saving model to /content/data/model/weights.epoch\_44.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0900 - acc: 0.9651 - val\_loss: 0.2004 - val\_acc: 0.8125  
Epoch 45/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0910 - acc: 0.9651Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2159 - acc: 0.8750  
Epoch 00045: saving model to /content/data/model/weights.epoch\_45.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.0911 - acc: 0.9649 - val\_loss: 0.2159 - val\_acc: 0.8750  
Epoch 46/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0867 - acc: 0.9697Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.2005 - acc: 0.8750  
Epoch 00046: saving model to /content/data/model/weights.epoch\_46.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0866 - acc: 0.9697 - val\_loss: 0.2005 - val\_acc: 0.8750  
Epoch 47/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0913 - acc: 0.9649Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1812 - acc: 0.8750  
Epoch 00047: saving model to /content/data/model/weights.epoch\_47.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0916 - acc: 0.9647 - val\_loss: 0.1812 - val\_acc: 0.8750  
Epoch 48/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0862 - acc: 0.9682Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1603 - acc: 0.9375  
Epoch 00048: saving model to /content/data/model/weights.epoch\_48.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0864 - acc: 0.9682 - val\_loss: 0.1603 - val\_acc: 0.9375  
Epoch 49/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0888 - acc: 0.9664Epoch 1/100  
 1/163 [..............................] - ETA: 1:00 - loss: 0.1889 - acc: 0.8750  
Epoch 00049: saving model to /content/data/model/weights.epoch\_49.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0890 - acc: 0.9661 - val\_loss: 0.1889 - val\_acc: 0.8750  
Epoch 50/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0864 - acc: 0.9662Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1819 - acc: 0.9375  
Epoch 00050: saving model to /content/data/model/weights.epoch\_50.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.0864 - acc: 0.9663 - val\_loss: 0.1819 - val\_acc: 0.9375  
Epoch 51/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0884 - acc: 0.9670Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.2143 - acc: 0.8750  
Epoch 00051: saving model to /content/data/model/weights.epoch\_51.hdf5  
163/163 [==============================] - 87s 532ms/step - loss: 0.0884 - acc: 0.9670 - val\_loss: 0.2143 - val\_acc: 0.8750  
Epoch 52/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0865 - acc: 0.9672Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1663 - acc: 0.9375  
Epoch 00052: saving model to /content/data/model/weights.epoch\_52.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0862 - acc: 0.9674 - val\_loss: 0.1663 - val\_acc: 0.9375  
Epoch 53/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0898 - acc: 0.9666Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1647 - acc: 0.9375  
Epoch 00053: saving model to /content/data/model/weights.epoch\_53.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0896 - acc: 0.9668 - val\_loss: 0.1647 - val\_acc: 0.9375  
Epoch 54/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0866 - acc: 0.9699Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1743 - acc: 0.9375  
Epoch 00054: saving model to /content/data/model/weights.epoch\_54.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.0870 - acc: 0.9697 - val\_loss: 0.1743 - val\_acc: 0.9375  
Epoch 55/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0831 - acc: 0.9691Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1566 - acc: 0.9375  
Epoch 00055: saving model to /content/data/model/weights.epoch\_55.hdf5  
163/163 [==============================] - 86s 526ms/step - loss: 0.0828 - acc: 0.9693 - val\_loss: 0.1566 - val\_acc: 0.9375  
Epoch 56/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0857 - acc: 0.9701Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1982 - acc: 0.8750  
Epoch 00056: saving model to /content/data/model/weights.epoch\_56.hdf5  
163/163 [==============================] - 86s 530ms/step - loss: 0.0853 - acc: 0.9703 - val\_loss: 0.1982 - val\_acc: 0.8750  
Epoch 57/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0852 - acc: 0.9701Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1568 - acc: 0.9375  
Epoch 00057: saving model to /content/data/model/weights.epoch\_57.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0853 - acc: 0.9699 - val\_loss: 0.1568 - val\_acc: 0.9375  
Epoch 58/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0845 - acc: 0.9680Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1788 - acc: 0.8750  
Epoch 00058: saving model to /content/data/model/weights.epoch\_58.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0843 - acc: 0.9680 - val\_loss: 0.1788 - val\_acc: 0.8750  
Epoch 59/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0808 - acc: 0.9678Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1648 - acc: 0.8750  
Epoch 00059: saving model to /content/data/model/weights.epoch\_59.hdf5  
163/163 [==============================] - 87s 531ms/step - loss: 0.0816 - acc: 0.9676 - val\_loss: 0.1648 - val\_acc: 0.8750  
Epoch 60/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0897 - acc: 0.9653Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1757 - acc: 0.8750  
Epoch 00060: saving model to /content/data/model/weights.epoch\_60.hdf5  
163/163 [==============================] - 87s 531ms/step - loss: 0.0898 - acc: 0.9653 - val\_loss: 0.1757 - val\_acc: 0.8750  
Epoch 61/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0845 - acc: 0.9701Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1680 - acc: 0.8750  
Epoch 00061: saving model to /content/data/model/weights.epoch\_61.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0843 - acc: 0.9703 - val\_loss: 0.1680 - val\_acc: 0.8750  
Epoch 62/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0810 - acc: 0.9730Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1468 - acc: 0.9375  
Epoch 00062: saving model to /content/data/model/weights.epoch\_62.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0809 - acc: 0.9732 - val\_loss: 0.1468 - val\_acc: 0.9375  
Epoch 63/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0815 - acc: 0.9693Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1579 - acc: 0.8750  
Epoch 00063: saving model to /content/data/model/weights.epoch\_63.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0815 - acc: 0.9691 - val\_loss: 0.1579 - val\_acc: 0.8750  
Epoch 64/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0817 - acc: 0.9697Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1476 - acc: 0.9375  
Epoch 00064: saving model to /content/data/model/weights.epoch\_64.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0816 - acc: 0.9697 - val\_loss: 0.1476 - val\_acc: 0.9375  
Epoch 65/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0849 - acc: 0.9695Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1696 - acc: 0.9375  
Epoch 00065: saving model to /content/data/model/weights.epoch\_65.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.0849 - acc: 0.9695 - val\_loss: 0.1696 - val\_acc: 0.9375  
Epoch 66/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0816 - acc: 0.9707Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1945 - acc: 0.8750  
Epoch 00066: saving model to /content/data/model/weights.epoch\_66.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0815 - acc: 0.9709 - val\_loss: 0.1945 - val\_acc: 0.8750  
Epoch 67/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0804 - acc: 0.9697Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1503 - acc: 0.8750  
Epoch 00067: saving model to /content/data/model/weights.epoch\_67.hdf5  
163/163 [==============================] - 88s 541ms/step - loss: 0.0802 - acc: 0.9699 - val\_loss: 0.1503 - val\_acc: 0.8750  
Epoch 68/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0798 - acc: 0.9711Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1394 - acc: 0.9375  
Epoch 00068: saving model to /content/data/model/weights.epoch\_68.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0794 - acc: 0.9712 - val\_loss: 0.1394 - val\_acc: 0.9375  
Epoch 69/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0813 - acc: 0.9697Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1573 - acc: 0.9375  
Epoch 00069: saving model to /content/data/model/weights.epoch\_69.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0814 - acc: 0.9695 - val\_loss: 0.1573 - val\_acc: 0.9375  
Epoch 70/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0798 - acc: 0.9688Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1837 - acc: 0.8750  
Epoch 00070: saving model to /content/data/model/weights.epoch\_70.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0798 - acc: 0.9688 - val\_loss: 0.1837 - val\_acc: 0.8750  
Epoch 71/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0824 - acc: 0.9701Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1669 - acc: 0.8750  
Epoch 00071: saving model to /content/data/model/weights.epoch\_71.hdf5  
163/163 [==============================] - 87s 533ms/step - loss: 0.0822 - acc: 0.9703 - val\_loss: 0.1669 - val\_acc: 0.8750  
Epoch 72/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0766 - acc: 0.9715Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1370 - acc: 0.9375  
Epoch 00072: saving model to /content/data/model/weights.epoch\_72.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.0766 - acc: 0.9714 - val\_loss: 0.1370 - val\_acc: 0.9375  
Epoch 73/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0808 - acc: 0.9689Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1599 - acc: 0.9375  
Epoch 00073: saving model to /content/data/model/weights.epoch\_73.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0820 - acc: 0.9686 - val\_loss: 0.1599 - val\_acc: 0.9375  
Epoch 74/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0779 - acc: 0.9722Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1502 - acc: 0.9375  
Epoch 00074: saving model to /content/data/model/weights.epoch\_74.hdf5  
163/163 [==============================] - 88s 541ms/step - loss: 0.0776 - acc: 0.9724 - val\_loss: 0.1502 - val\_acc: 0.9375  
Epoch 75/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0799 - acc: 0.9711Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1747 - acc: 0.9375  
Epoch 00075: saving model to /content/data/model/weights.epoch\_75.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0803 - acc: 0.9709 - val\_loss: 0.1747 - val\_acc: 0.9375  
Epoch 76/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0821 - acc: 0.9691Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1513 - acc: 0.9375  
Epoch 00076: saving model to /content/data/model/weights.epoch\_76.hdf5  
163/163 [==============================] - 88s 541ms/step - loss: 0.0822 - acc: 0.9691 - val\_loss: 0.1513 - val\_acc: 0.9375  
Epoch 77/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0761 - acc: 0.9722Epoch 1/100  
 1/163 [..............................] - ETA: 53s - loss: 0.1408 - acc: 0.9375  
Epoch 00077: saving model to /content/data/model/weights.epoch\_77.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0757 - acc: 0.9724 - val\_loss: 0.1408 - val\_acc: 0.9375  
Epoch 78/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0768 - acc: 0.9726Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1555 - acc: 0.9375  
Epoch 00078: saving model to /content/data/model/weights.epoch\_78.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0771 - acc: 0.9722 - val\_loss: 0.1555 - val\_acc: 0.9375  
Epoch 79/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0781 - acc: 0.9693Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1834 - acc: 0.8750  
Epoch 00079: saving model to /content/data/model/weights.epoch\_79.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0783 - acc: 0.9693 - val\_loss: 0.1834 - val\_acc: 0.8750  
Epoch 80/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0764 - acc: 0.9713Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1461 - acc: 0.9375  
Epoch 00080: saving model to /content/data/model/weights.epoch\_80.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0762 - acc: 0.9714 - val\_loss: 0.1461 - val\_acc: 0.9375  
Epoch 81/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0774 - acc: 0.9715Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1406 - acc: 0.9375  
Epoch 00081: saving model to /content/data/model/weights.epoch\_81.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0771 - acc: 0.9716 - val\_loss: 0.1406 - val\_acc: 0.9375  
Epoch 82/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0800 - acc: 0.9697Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1521 - acc: 1.0000  
Epoch 00082: saving model to /content/data/model/weights.epoch\_82.hdf5  
163/163 [==============================] - 87s 537ms/step - loss: 0.0798 - acc: 0.9699 - val\_loss: 0.1521 - val\_acc: 1.0000  
Epoch 83/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0781 - acc: 0.9707Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1458 - acc: 0.9375  
Epoch 00083: saving model to /content/data/model/weights.epoch\_83.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0784 - acc: 0.9707 - val\_loss: 0.1458 - val\_acc: 0.9375  
Epoch 84/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0777 - acc: 0.9730Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1548 - acc: 1.0000  
Epoch 00084: saving model to /content/data/model/weights.epoch\_84.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0774 - acc: 0.9732 - val\_loss: 0.1548 - val\_acc: 1.0000  
Epoch 85/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0763 - acc: 0.9713Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1450 - acc: 0.9375  
Epoch 00085: saving model to /content/data/model/weights.epoch\_85.hdf5  
163/163 [==============================] - 87s 534ms/step - loss: 0.0763 - acc: 0.9712 - val\_loss: 0.1450 - val\_acc: 0.9375  
Epoch 86/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0761 - acc: 0.9713Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1456 - acc: 0.9375  
Epoch 00086: saving model to /content/data/model/weights.epoch\_86.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0762 - acc: 0.9711 - val\_loss: 0.1456 - val\_acc: 0.9375  
Epoch 87/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0731 - acc: 0.9751Epoch 1/100  
 1/163 [..............................] - ETA: 58s - loss: 0.1490 - acc: 0.9375  
Epoch 00087: saving model to /content/data/model/weights.epoch\_87.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0728 - acc: 0.9753 - val\_loss: 0.1490 - val\_acc: 0.9375  
Epoch 88/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0781 - acc: 0.9711Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1489 - acc: 0.9375  
Epoch 00088: saving model to /content/data/model/weights.epoch\_88.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.0779 - acc: 0.9712 - val\_loss: 0.1489 - val\_acc: 0.9375  
Epoch 89/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0759 - acc: 0.9728Epoch 1/100  
 1/163 [..............................] - ETA: 56s - loss: 0.1720 - acc: 0.9375  
Epoch 00089: saving model to /content/data/model/weights.epoch\_89.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0766 - acc: 0.9724 - val\_loss: 0.1720 - val\_acc: 0.9375  
Epoch 90/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0771 - acc: 0.9707Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1625 - acc: 1.0000  
Epoch 00090: saving model to /content/data/model/weights.epoch\_90.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0770 - acc: 0.9707 - val\_loss: 0.1625 - val\_acc: 1.0000  
Epoch 91/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0803 - acc: 0.9713Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1384 - acc: 0.9375  
Epoch 00091: saving model to /content/data/model/weights.epoch\_91.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0799 - acc: 0.9714 - val\_loss: 0.1384 - val\_acc: 0.9375  
Epoch 92/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0790 - acc: 0.9745Epoch 1/100  
 1/163 [..............................] - ETA: 55s - loss: 0.1363 - acc: 0.9375  
Epoch 00092: saving model to /content/data/model/weights.epoch\_92.hdf5  
163/163 [==============================] - 88s 537ms/step - loss: 0.0788 - acc: 0.9747 - val\_loss: 0.1363 - val\_acc: 0.9375  
Epoch 93/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0752 - acc: 0.9742Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1424 - acc: 1.0000  
Epoch 00093: saving model to /content/data/model/weights.epoch\_93.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0753 - acc: 0.9739 - val\_loss: 0.1424 - val\_acc: 1.0000  
Epoch 94/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0742 - acc: 0.9720Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1613 - acc: 0.9375  
Epoch 00094: saving model to /content/data/model/weights.epoch\_94.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0740 - acc: 0.9722 - val\_loss: 0.1613 - val\_acc: 0.9375  
Epoch 95/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0714 - acc: 0.9745Epoch 1/100  
 1/163 [..............................] - ETA: 59s - loss: 0.1331 - acc: 0.9375  
Epoch 00095: saving model to /content/data/model/weights.epoch\_95.hdf5  
163/163 [==============================] - 88s 539ms/step - loss: 0.0714 - acc: 0.9745 - val\_loss: 0.1331 - val\_acc: 0.9375  
Epoch 96/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0741 - acc: 0.9736Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1283 - acc: 0.9375  
Epoch 00096: saving model to /content/data/model/weights.epoch\_96.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0744 - acc: 0.9735 - val\_loss: 0.1283 - val\_acc: 0.9375  
Epoch 97/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0765 - acc: 0.9701Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1328 - acc: 0.9375  
Epoch 00097: saving model to /content/data/model/weights.epoch\_97.hdf5  
163/163 [==============================] - 87s 535ms/step - loss: 0.0761 - acc: 0.9703 - val\_loss: 0.1328 - val\_acc: 0.9375  
Epoch 98/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0748 - acc: 0.9728Epoch 1/100  
 1/163 [..............................] - ETA: 57s - loss: 0.1357 - acc: 0.9375  
Epoch 00098: saving model to /content/data/model/weights.epoch\_98.hdf5  
163/163 [==============================] - 88s 540ms/step - loss: 0.0747 - acc: 0.9728 - val\_loss: 0.1357 - val\_acc: 0.9375  
Epoch 99/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0751 - acc: 0.9724Epoch 1/100  
 1/163 [..............................] - ETA: 54s - loss: 0.1775 - acc: 0.9375  
Epoch 00099: saving model to /content/data/model/weights.epoch\_99.hdf5  
163/163 [==============================] - 87s 536ms/step - loss: 0.0750 - acc: 0.9724 - val\_loss: 0.1775 - val\_acc: 0.9375  
Epoch 100/100  
162/163 [============================>.] - ETA: 0s - loss: 0.0761 - acc: 0.9730Epoch 1/100  
 1/163 [..............................] - ETA: 1:01 - loss: 0.1396 - acc: 0.9375  
Epoch 00100: saving model to /content/data/model/weights.epoch\_100.hdf5  
163/163 [==============================] - 88s 538ms/step - loss: 0.0758 - acc: 0.9732 - val\_loss: 0.1396 - val\_acc: 0.9375

import matplotlib.pyplot as plt  
def plot\_learning\_curves(history):  
 plt.figure(figsize=(12,4))  
   
 plt.subplot(1,2,1)  
 plt.plot(history.history['loss'])  
 plt.plot(history.history['val\_loss'])  
 plt.title('model loss')  
 plt.ylabel('loss')  
 plt.xlabel('epoch')  
 plt.legend(['train', 'val'], loc='upper left')  
   
 plt.subplot(1,2,2)  
 plt.plot(history.history['acc'])  
 plt.plot(history.history['val\_acc'])  
 plt.title('model accuracy')  
 plt.ylabel('accuracy')  
 plt.xlabel('epoch')  
 plt.legend(['train', 'val'], loc='upper left')  
   
 plt.tight\_layout()  
   
plot\_learning\_curves(history)

![png](data:image/png;base64,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)
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idx = np.argmin(history.history['val\_loss'])   
model.load\_weights("/content/data/model/weights.epoch\_{:02d}.hdf5".format(idx + 1))  
  
print("Loading the best model")  
print("epoch: {}, val\_loss: {}, val\_acc: {}".format(idx + 1, history.history['val\_loss'][idx], history.history['val\_acc'][idx]))

Loading the best model  
epoch: 96, val\_loss: 0.12834185361862183, val\_acc: 0.9375

test\_loss, test\_acc = model.evaluate\_generator(generator=test\_generator, verbose=1)

20/20 [==============================] - 7s 342ms/step - loss: 0.2125 - acc: 0.9215

from sklearn.metrics import accuracy\_score, confusion\_matrix  
  
test\_generator.reset()  
test\_preds = model.predict\_generator(test\_generator, verbose=1)  
test\_preds = np.argmax(test\_preds,axis=1)  
  
acc = accuracy\_score(test\_generator.classes, test\_preds)\*100  
cm = confusion\_matrix(test\_generator.classes, test\_preds)  
tn, fp, fn, tp = cm.ravel()  
  
print('CONFUSION MATRIX ------------------')  
print(cm)  
# plot\_confusion\_matrix(cm, target\_names=['NORMAL', 'PNEUMONIA'], normalize=False)  
  
  
print('\nTEST METRICS ----------------------')  
precision = tp/(tp+fp)\*100  
recall = tp/(tp+fn)\*100  
print('Accuracy: {}%'.format(acc))  
print('Precision: {}%'.format(precision))  
print('Recall: {}%'.format(recall))  
print('F1-score: {}'.format(2\*precision\*recall/(precision+recall)))  
  
print('\nTRAIN METRIC ----------------------')  
print('Train acc: {}%'.format(np.round((history.history['acc'][-1])\*100, 14)))

20/20 [==============================] - 7s 354ms/step  
CONFUSION MATRIX ------------------  
[[203 31]  
 [ 18 372]]  
  
TEST METRICS ----------------------  
Accuracy: 92.1474358974359%  
Precision: 92.3076923076923%  
Recall: 95.38461538461539%  
F1-score: 93.82093316519547  
  
TRAIN METRIC ----------------------  
Train acc: 97.31594920158386%

from google.colab import drive  
drive.mount('/content/drive')

Go to this URL in a browser: https://accounts.google.com/o/oauth2/auth?client\_id=947318989803-6bn6qk8qdgf4n4g3pfee6491hc0brc4i.apps.googleusercontent.com&redirect\_uri=urn%3Aietf%3Awg%3Aoauth%3A2.0%3Aoob&scope=email%20https%3A%2F%2Fwww.googleapis.com%2Fauth%2Fdocs.test%20https%3A%2F%2Fwww.googleapis.com%2Fauth%2Fdrive%20https%3A%2F%2Fwww.googleapis.com%2Fauth%2Fdrive.photos.readonly%20https%3A%2F%2Fwww.googleapis.com%2Fauth%2Fpeopleapi.readonly&response\_type=code  
  
Enter your authorization code:  
··········  
Mounted at /content/drive

!zip -r /content/data/model.zip /content/data/model

updating: content/data/model/ (stored 0%)  
updating: content/data/model/weights.epoch\_06.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_57.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_36.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_42.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_23.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_98.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_80.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_77.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_20.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_44.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_81.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_46.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_26.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_100.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_97.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_51.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_93.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_68.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_34.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_54.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_59.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_83.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_94.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_66.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_14.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_25.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_61.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_58.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_12.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_27.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_72.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_29.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_55.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_89.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_63.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_37.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_10.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_22.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_49.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_41.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_53.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_48.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_73.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_62.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_18.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_78.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_32.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_71.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_67.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_92.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_19.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_11.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_13.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_70.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_28.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_15.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_24.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_50.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_47.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_84.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_86.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_75.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_21.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_87.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_04.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_40.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_56.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_52.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_43.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_02.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_45.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_69.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_05.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_30.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_33.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_16.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_74.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_31.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_38.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_88.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_09.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_60.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_08.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_85.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_17.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_96.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_07.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_01.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_76.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_35.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_99.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_64.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_90.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_79.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_82.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_39.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_95.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_91.hdf5 (deflated 9%)  
updating: content/data/model/weights.epoch\_03.hdf5 (deflated 8%)  
updating: content/data/model/weights.epoch\_65.hdf5 (deflated 9%)  
  
  
  
---------------------------------------------------------------------------  
  
MessageError Traceback (most recent call last)  
  
<ipython-input-18-f6da413c0a17> in <module>()  
 2   
 3 from google.colab import files  
----> 4 files.download("/content/data/model.zip")  
  
  
/usr/local/lib/python3.6/dist-packages/google/colab/files.py in download(filename)  
 176 'port': port,  
 177 'path': \_os.path.abspath(filename),  
--> 178 'name': \_os.path.basename(filename),  
 179 })  
  
  
/usr/local/lib/python3.6/dist-packages/google/colab/output/\_js.py in eval\_js(script, ignore\_result)  
 37 if ignore\_result:  
 38 return  
---> 39 return \_message.read\_reply\_from\_input(request\_id)  
 40   
 41   
  
  
/usr/local/lib/python3.6/dist-packages/google/colab/\_message.py in read\_reply\_from\_input(message\_id, timeout\_sec)  
 104 reply.get('colab\_msg\_id') == message\_id):  
 105 if 'error' in reply:  
--> 106 raise MessageError(reply['error'])  
 107 return reply.get('data', None)  
 108   
  
  
MessageError: TypeError: Failed to fetch